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Executive summary

This paper provides information about how to set up the Dell DR Series system to run backup acceleration on
NetBackup (NBU). This document is a quick reference guide and does not include all DR Series system deployment best
practices.

For additional data management application (DMA) best practice whitepapers, see the DR Series system documentation
at http://www.dell.com/support/Manuals/us/en/19/Product/powervault-dr4100.

Note: The DR Series system and NetBackup screenshots used in this document may vary slightly, depending on the
DR Series system firmware version and NetBackup version used.

Terminology

o Backup Accelerator: Inline synthetic creation during backup.

e Dedupe backup: In this mode, deduplication is done on the client and then the deduplicated packets are sent to the
DR Series system.

o Optimized duplication: Optimized duplication allows disk-based backups to be replicated between devices under
NBU control. In other words, Optimized duplication enables deduplicated data to be copied directly from one
OpenStorage (OST) device to another OST device from the same vendor.

o Passthrough backup: In this mode, deduplication is done on the DR Series system after data is transferred from the
client.

o RDA: Rapid Data Access, which is Dell’s proprietary technology for faster data access.

o Synthetic backup: A synthetic backup is identical to a regular full backup in terms of data, but it is created when data
is collected from a previous, older full backup and assembled with subsequent incremental backups.
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1 Install and configure the DR Series system

1. Rack and cable the DR Series system and power it on.

2. Initialize the DR Series system. Refer to the Dell DR Series System Administrator Guide under the following
topics: “iDRAC Connection,” “Logging in and Initializing the DR Series System,” and “Accessing
iDRACG6/iDRAC7 Using RACADM”.

3. Log in to iDRAC using the default address 192.168.0.120, or the IP that is assigned to the iDRAC interface.
Use the user name and password of “root/calvin”.

copoooof §

4. Launch the virtual console.

System Summary

¥
i
F3

.S

cpgepeEo g
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5. After the virtual console is open, log in to the system with the user administrator and the password StOr@ge!
(the *0” in the password is the numeral zero).

learina ri x X 1.88.088 Build g58

Jould you like to use DHCP (yes mo) 7
an IP address:
a subnet mask:
a default gateway address:
a DNS Suffix (example: abc.com):
nter primary DNS server [P address:
puld you like to define a secondary DNS server

*lease enter secondary DNS server IP address:

7. View the summary of preferences and confirm that it is correct.

Set Static IP Address

IP Address 18.18 .86. 148
Hetwork HMask

Default Gateway 18.18.86.126
DN nf fix idmdemo . local

Primary DNS Serwver 18.18.086.181

Secondary DNS Serwver 143.166.216.237

Host Name DR4888-5

Are the above settings correct (yessnod 7
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Log on to the DR Series system administrator console using the IP address you just provided for the DR Series

@ [0 bt 192068.22.50 - Enter User Defined IP Address
w [ Sneit B BT

DR4000
DR4000-DKCVES1

DAL

Login
Pioase onter your password:

Usermama: administrator

Log in

9. Join the DR Series system to Active Directory.

system, the username administrator, and the password StOr@ge! (the “0” in the password is the numeral zero).

(=R~

Note: If you do not want to add the DR Series system to Active Directory, see the DR Series System Owner’s Manual

for guest login instructions.

a.
known as the dashboard).

DCAL

edwinz-sw-01.ocarina. local
B Global View
Dashboard

DR4100
edwinz-sw-01

Dashboard

u System State: optimal

& HW State: gptimal

Select Active Directory from the navigation panel on the left side of the management interface (also

Help | Logout

R Humber of Alerts: 0

Mumber of Events: 705

Capacity Storage Savings Throughput
Zoom: 1h 1d 5d 1m 1y e Zoom: 1h 1d 54 1m 1y ()
£ Physical
Savings (%) Refr@shing MiB/s
Sto 100 00
Containers o
50 ).50
Q .00
0:20 0:20 0:40 0:50 1:00 1:10 0:200 1:10
Time (minutes)
Ml Total Savings
System Information
Admin Contact Info Product Mame: DR4100 Total Savings: 55.06 %
P Systerm Mame: edwinz-sw-01 Total Mumber of Files in All Containers: 17
Email R
mI‘I Software Version 99.0.0517.0 Mumber of Containers. 2
Current Date/Time: Thu Sep 26 01:12:47 2013 Mumber of Containers Replicated: 0
Current Time Zone: UsiPacific Active Bytes: 47 GiB (7
Cleaner Status: Idle

Copyright @ 2011 - 2013 Dell Inc. All rights reserved,
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b. Enter your Active Directory credentials.

I T al

Wl b Active Directory =
wmmgs

T S D08 CRary & STEOEE Tyes el D CONRgurnd] (RF (0 Wl g e b O guie T

AATrs (RFeCIoTy Contger Sty

Crarmun Hames (FO08
IFparnETaT

Enter Active Directory Info

g Linit

Cancel  Join Domain

Coon Pt € 361 < B01S eatl et rigioim vm masiveil

10. Create an OST container. Select Containers in the navigation panel on the left side of the dashboard, and then
click the Create at the top of the page.

DR4100

Hel Log out
edwinz-sw-01 DS
Containers : !
Mumber of Containers: 1 Container Path: /containers
Containers Files NFS CIFS RDA Replication Select

Dackup 1 ' ' Mot Configured

Metworking
Active Directory

Date and Time
Support
Diagnc

re Upgrade

Copyright @ 2011 - 2013 Dell Inc. All rights reserved

i

a. Enter a Container Name and select Connection Type as RDA, and then select RDA Type as Symantec
OpenStorage (OST).
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Create New Container:

* = raquired fields

Aesion a nam ik and dragto move this panell . oo protacal to use and add clients that need access

eweys-B2.00a ' ’ @ N 32 charasters, including only letters, numbers, hyphen, and underscore
b Container Nam Name must start with a letter or number.

:MarkerType* Mone  Auto Metworker  Uni Dump BridgeHead (7

Connection Type™ ' Mo Access ) MAS (NFS, CIFER Ranid Data Access (RDAL L2 siners
RDA E
RDAT!‘FJB Dell Rapid Data Storage (RDS) (? lm
Capacity’: I
* Unlimited

Size |Unlimited (GiB}

Support

Copyright @ 2011

Cancel  Create a New Container

b. Click Create a New Container and Confirm that the container is added.
ML DR4000 administra ouy | Help

Containers Create | L1 ]
B - Global View
B - Dashboard
| Message ‘
a ﬁuccessfullyadded container "05 >
+ Container 0! as the following marker(s) None.
Murmber of Containers: 2 Cantainer Path: frontainers
Containers Files HFS CIFs RDA Replication Select
hackup a v v Mot Configured
05T 1] 05T [iA

Cliar

Schedules
System Configuration
King

Support

| Copyright @ 2011 - 2013 Dell Inc. All rights reserved.
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2 Set up NBU for backup acceleration on Windows

2.1 Prerequisites

2.1.1 Install OST plugin
Make sure that the Dell OST plugin is installed on the DMA client that is used for NBU backup.

2.1.2 Map external_robotics and external_types files

To enable the backup accelerator for DELL DR4x00/DR6X00, the external_robotics.txt and external_types.txt files must
be mapped.

These instructions assume that NetBackup is installed at the default location of C:\Program Files\WVERITAS\. If
NetBackup is installed in a different location, substitute that path for C:\Program Files\WVERITAS\ in the instructions
below.

1. Copy the external_types.txt file from the temporary location to C:\Program
Files\VERITAS\NetBackup\var\global\ on the master server or EMM server.

2. Copy the external_robotics.txt file from the temporary location to C:\Program
Files\VERITAS\NetBackup\var\global\ on the master server, EMM server, each media server that controls a
robot, and each media server from which robot inventories will be run.

3. Bring up a command window using Start -> Run. Type "cmd".

4. Update the NetBackup Enterprise Media Manager database with the new device mappings version. This only
needs to be done once and must be run from the master server or the EMM server. Use the command format
below that corresponds to the installed version of NetBackup:

NetBackup 6.5/7.0/7.1/7.5: C:\Program Files\VERITAS\Volmgr\bin\tpext -
loadEMM

NetBackup 6.0: C:\Program Files\VERITAS\Volmgr\bin\tpext

5. For media servers running 6.0_MP4 and earlier, manually update each media server with the new device
mappings. This command must be run on each 6.0_MP4 and earlier media server that has devices attached. (On
media servers running 7.5, 7.1, 7.0, 6.5 or 6.0_MP5 and later, this command is not needed since is not needed
since Device Manager will update the device mappings when it starts.)

C:\Program Files\VERITAS\Volmgr\bin\tpext -get_dev_mappings

6. Restart Device Manager on each media server.
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11

7. Verify that the version that is now stored in the Enterprise Media Manager database is the same as what is in the
file stored on the media server:

C:\Program Files\VERITAS\volmgr\bin\tpext -get_dev_mappings_ver

2.2 Procedure
1. Launch NBU Console

FJ Credentials - ost-w2k8r2-04 - NetBackup Administration Console

J File Edit Wiew Actions Help ‘
8- m&@lx %[ ma a2 s

ost-wZker2-04 Al Storage Servers (0)

[ ost-wakarz-04 (Master Server) Hare:

[ server Type [ tedia Servers [ Configured for snapshots |
-3, Activity Monitar
!

NetBackup Management

[E Repotts

=14 policies

& summary of al Policies
@ acce

E Storage

Storage Lnits

- Storage Unit Groups

g} Storage Lifecycle Policies

Catalog

£ 38l Host Propertiss

(=2 Media and Device Management

23} Device Monitor

- Media

- Devicas

I Drives

[ Robats

Wedia Servers (Mo Credentialed Device Selected)
3l Media Servers

Server Group Namne: |
Topalogy

Bl Disk Paols
: % 54N Clients
EIL Credentials
i [& Disk Array Hosts
- 5 NDMP Hosts
-] storage Servers
[ Virtual Machine Servers
E- vault Management
-0 Ancess Management
[#-% Bare Metal Restore Management

[ [Master Server: ost-wzkarz-04 [Connected 7
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2. Right-click on Media and Device Management -> Credentials -> Storage Server. Click New.

[ Credentials - ost-w2k8r2-04 - NetBackup Administration Console

I File Edit Yiew Actions Help ‘Z
|8 -[ml&xax[sbaalve BB |

osk-wzkar2-04 Al Storage Servers (0)

[ ost-wakarz-04 (Master Server) Mame: [ Server Type [ Media Servers [ configured for snapshats

Activity Manitor
-8 NetBackup Management
Reports
=&, Policies
& summary of all Policies
g scce
£ Storage
+{=3] Storage Units
* S storage Unit Groups
(8] Storage Lifecycle Policies
Catalog
=48l Host Froperties
2B Media and Device Management
{530 Device Monitor
B Media
£ G Devices
"2 Drives
- [5 Rrobots =
i Media Servers (No Credentialed Device Selected)
1.3 Media Servers
: ? Server Group (i I

g Topology

B isk Pools
SAN Clisnts

EHAL Credentials
[ Disk Array Hosts

f
B vt Managem oo
Refresh
1568 Access Manage L0
53 Bere ietalResl  Find...
Yigw X

[(2) Master Server: ost-wzkérz-04 [Connected

3. Inthe Storage server configuration wizard dialog box, choose OpenStorage from the list.
Storage server configurationwizar.d 4|l

Add Storage Serwver £y,
Provide details to create storage server i

"

s

age to configure:

Mote:

OpenStorage iz a Symantec technology that lets you use a wendor-provided intelligent
dizk appliance as disk storage.

< Back I MHe=t > I Cancel I Help I

4. Under Storage server name, enter the DR Series system IP address or hostname. Under Storage server type,
enter DELL.
5. In the Media server list, select the media server and enter the user name: backup_user, password: StOr@ge!
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Storage Server Configuration Wizard I

Add Storage Server £1r
Provide details to create storage server

\_}f

— Storage server details

Storage zerver name: Isws_l,ls-BE

[~ Use Symantec's OpenStarage plug-in for network-controlled storage server

Storage zerver thpe: IDELL

Select a media server that has the vendor's OpenStorage plug-in installed. MetBackup will guery
the storage server for itz capabilities by zending the probe through the media server you specify.

Media server Iost-w2k8r2-04 LI

— Enter credentials:

User name: IbaCkuD_user

= d Ixxxxxxxx
azzward:

Canfirm password: |=======<><><m1

< Back I ket » I Cancel | Help |

6. Make sure the storage server creation is successful and also authentication is fine.

Storage Server Configuration Wizard E3

Storage Server Creation Status £
Performing required task for storage server creation \7};\]}‘/

Pleasze wait while the wizard completes the following tazks:

Stakuz | Performing taszk. .. | Lretails
pal Cree_ntinﬁ storaﬁ§ SErYED sws_l,ls-BB...-
Ll Addlgﬂ credentials for server ost-w2kBr2-04.

- o

< Back Cancel Help
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7. Created storage server should be listed.

J File Edit Wiow Actions Help

|B-[ml&|x 2% |4 BE sV
ost-wzksr2-04
ost-wZkarz-04 (Master Server)

- Activity Manitor SWSys-63
- MetBackup Management

INI Storage Servers (1)

Server Type I i
DELL

% surnmary of all Policies
acce
- (= Storage
--{=3] Storage Units
% Storage Linit Groups
@ Storage Lifecycle Policies

Catalog
[+, Host Properties

= @ Media and Device Management
23 Device Manitar

¥ Media Servers (No Credentisled Device Selected)
Hﬂ Media Servers
? Server Group Marme
-ty Topology
b Disk. Pools
% SAM Clients
L Credentials
@ Disk Array Hosts
& MDMP Hosts
Q Storage Servers
% Wirtual Machine Servers
[]-@ aulk Management
- Access Management
-5 Bare Metal Restore Management

Right-click on Media and Device Management -> Devices -> Disk Pool. Click New.

De! sk-w2kEr; 4 - MetBackup Admr

tration Console

J File Edit Wiew Actions Help

|8 -[E& % = x| % Al B[22 = s

ost-wZkar2-04 (a1l Disk Pools

E ost-wZkSr2-04 (Masker Server) Mame | Skorage Server Mame | MNumbe. .. I Mumbe. .. I Used C... | Availab. .. I F.aw Size I s
oak Ackivity Monitor

= MetBackup Management

+ Reports

=48, Policies

H Summary of all Policies

@ acce

== Storage

--{E3] Storage Units

% Storage Unit Groups

-{Zgl Storage Lifecycls Policies

Catalog
=} Host Properties
@ Media and Device Managemenk
=3 Device Monitor
B Media
=1 E_P Devices
=P Drives
----- (=5 Robots
Bﬂ Media Servers
2 g Server Group
» TOREIEE
y fE— .
AN P New---,j
=R Crédent e -

=)

B stor
% wirt, gfy Eind...

£ @ waulk Manac Wiew »
[+ Access ManagermerT
%% Bare Metal Restore Management

<

In the Disk Pool Configuration Wizard dialog box, select OpenStorage (DELL) for Type.
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Disk Pool Configuration Wizard E3
Disk Pool

Select the type of disk pool to create, [ﬂ,;

Fote: If a desired dizsk pool tppe iz not shown in the list abowve, verify that the appropriate
licenze key iz inztalled and that a storage server of that tppe has been defined.

To continue. click MNext.

< Back I et > I Cancel I Help I

10. In the Storage server list, select the DR storage server created in steps 1-6.

Disk Pool Configuration Wizard E3

Select Storage Serwver [ﬂ -
Select storage server to scan for disk volurmes. -

Storage server:

rame Type

Mote: If a staorage server does not appear in the lizt, then MetB ackup has not been made
awars of its existence.

To continus. click next.

< Back I Mext = I Cancel I Help I

11. Select the OST container created in Section 1, which will be used for Backup.
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Disk Pool Configuration Wizard =

Select Disk Pool Properties and Yolumes B i
Select the disk pool properties and volumes to use in the disk pool. .

Storage server: swzps-BE3
Storage zerver type: DELL
Dizk pool configured for: IBackup "I

— Digk pool properties and wolumes

A dizk pool inheritz the properties of itz volumes. Only volumes with =imilar properties
can be added to a dizk pool.

If properties are specified, the list dizplays volumes that match the selected properties.

I~ | Beplication sourcze
™ Feplication target

Select wolumes on the storage server to add to the dizk. pool:

Heplication

T otal available zpace: 22934 THE
Total raw zize: 22938 TE

< Back I Mlext = I Cancel I Help I

12. Enter the Disk pool name.

Additional Disk Pool Information B
Provide additional infor mation and verify disk pool configuration cEE
details.

Storage server: =wsps-B3

Storage server bype: DELL

Dizk pool configured far: B ackup

Dizk pool size

T otal available space: 22924 TB

T otal raw size: 22938 TE
D‘E_P}_Q_le‘_nsme:
|

it g
Comrmmetts:

High weater mark.: Lows wwater mark:

a3 = = 30 = =

P axirmum 1/0 streams
Concurrent read and write jobs affect dizk performance.
Limit |./0 streams to prevent disk owverload.

I Limit 1/0 streamns -1 E | Per wolume

< Back I Me=t > I Cancel I Help I
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13. Confirm that disk pool creation is successful.
Disk Pool Configuration YWizard

Disk Pool Creation
Ferforming required task for Disk Pool creation

=1

e

Fleaze wait while the wizard completes the following task:

iy Ry

Configuration completed successfullyl

To continue, click Mext.

&l:a-—l-Pcrfwrrmng-taeks.___ I D etails I
i _:r/ Creating Disk Pool _#

< Back I MHext = I Cancel

Help
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14. Make sure the disk pool is listed.

Devices - ost-w2k8r2-04 - NetBackup Ad

15.

J File Edit Yiew Actions Help

tration Console

|B-m| &% = x| & 6|7 |
ost-w2Zkarz-04 [pll Disk Pools

a ost-wZzkSrz-04 (Master Server)

- Activity Monitor
- MNetBackup Management

&» Summary of all Plicies
ACCe
(=] storage
i[5 storage Units
% Storage Unit Groups
{58} Storage Lifecycle Policies
Catalog
Host Properties
B} Media and Device Management
@ Device Monitor
= Media
b Devices
-5 Drives
B3 Robots

aﬂ Media Servers

% Server Group
- e Fopolog.,
¢ Disk Pools &

L T ERSANClErES

=] @3 Credentials

Eg Disk Array Hosts

& MNDMP Hosts

E Storage Servers

% wirtual Machine Servers
E]--@ Yault Management

(- Access Management

E]--’% Bare Metal Restore Management

4

] Storage - ost-w2kar2-

J Flle Edit Yiew Actions Help

istration Console

Right click under Netbackup Management -> Storage -> Storage Unit. Click New Storage Unit.

8- @&z x|smda|lvey B ¥ 8BS

|a@ e 46

ost-wzkirz-04 All Storage Units: O

B ost-wzkerz-04 (Master Server)
Activity Monitor

)-8 NetBackup Management

Reports

£ Policies

& summary of all Folicies

@B acee

Storage

= T Change. .
& Store
L. (g8l store 9% DEIEEE

g CatEIng | oy cop Starage Lint

- Host Frop
=55 Media and Dt (&5 Mew Storage Unit...

50 Deviee M & Fing
& Media o
£l G Devices
2D Drives
[ robots
Bl vedia servers
? Server Group
=i Topology
B4 Disk Paols
% SAN Clients
B2 Credentials
[ Disk Array Hosts
- & NDMP Hosts
& storage Servers
B Virkual Machine Servers
-8 wault Management
- Access Management
(-3 Bare Metal Restore Management

Wiew »

Storage Unit Type

Density |

Max Concurrent Drives | Robok Type
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16. In New Storage Unit, enter a Storage unit name, Storage unit type as Disk, Disk type as OpenStorage
(DELL), Storage unit configured for as Backup. Select the disk pool that was created in steps 7-13, and
select the media server that will be used for backup.

MNew Storage Lnik E

Skorage unik name:

| osT =0

Storags unik bype:

IDisk vl I on demand only
Dizk twpe:

IOpenStorage [DELL) - I

— Skorage unikt properkties
Storage unit configured For:

IBackup LI

A storage unit inherits the properties of its disk pool. IF properties are
specified, only Ehose disk pools Ehat makch the specified properties waill
be available below.

I Replication source

I Replication target
Seleckt Disk Fool:

IOST - I Wiews Froperties I

Media Server:

i~ Use any awvailable media server
= only use the Following media servers

Maximum concurrent jobs: Maxirmum Fragment size:

I + E: I S242585 Megabytes
(] 4 I Zancel I Help I

17. Make sure that the Storage Unit is listed after creation.

] Storage - ost-w2k8r2-04 - NetBackup Administration Console

J File Edit Wiew Actions Help

B-m &% =X+t 2@ a v B9 &l
ost-wzkarz-04 All Storage Units: 1
B ost-wZkdrz-04 (Master Server)

- Activity Monitor
[=]-#8) MetBackup Management
&-[E] Reparts
@ Folicies
& Summary of all Policies

-G acce

EErEr

{2l Storage
+--{=2] Storage Units

% Storage Unit Groups

-{3g) Storage Lifecycle Policies
Catalog

[+]- 38 Host Properties

- Media and Device Management:

; @ Dewice Monitor

= Media

HE!’ Dewices

-2 Drives

/5 Robots

4 Media Servers

Server Group

Topology

Disk Pools

@ SAN Clients

-2 Credentials

[ Disk Array Hosts

. 5 NDMP Hosts

E Storage Servers

% Wirtual Machine Servers

[+ @ Waultk Management

(- Access Management

[+ '@ Biare Metal Restore Management,
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18. Right click under Netbackup Management -> Policies. Click New Policy.

% - ost-wZkB8r! MetBackup Adnni

J Eile Edit WView Actions Help

|18 -[mE &% = x| & B

NEE AT TR IR R

ost-wZkarz-04 osk-w2kar2-04: 0 Policies
a osk-wZkBr2-04 (Master Server) Mane I Data ... I Twpe I Skorage I wolum. .. I heck. . . I ]
% Activity Fonitor

MetBackup Managemenk

ey Windows From Here

CErl

L

] Cabs A Zhamge. .. Enter
[ Host & Delete el

. —

e —
@ Déh'&”hlew Palicy. . -.-—‘)
= Med @ Mews Schedule,,

Devi =£ Mewy Client, .,

@ 11 ¥ Mew Backup Selectlon

| @ Copy ko e Palicy, .

! e Activate

1 Deactivate

1

133 Manual Backup. ..

#a Find...

Wiew »

E Storage Servers

5 wirtual Machine Servers
E]--@ Waulk Management

- Access Management

¥ Bare Metal Restare Management

<

19. Enter Policy name.

5 - ost-w2k8r2-04 - NetBackup Administration Console

J File Edit Wiew Ackions Help

EREETR Y Y R

ost-wZkar2-04 ost-wzkdr2-04: 0 Policies

E ost-wZkBr2-04 (Master Server) ame | Data ... | Type | Storage | Yolum, .. | Check, .. | J| F‘| Pl Effect... |
Ackivity Monitor

MetBackup Management

summary of all Paolicies

[=-{=3] Storage

Storage Units

% Skorage Unit Groups

@ Storage Lifecycle Policies
g Catkalog

[+]- 3% Host Properties z

L Ve el it Mo g

@ Device Monitor Palicy name:

= Media

P Devices I O3T_palicy]

-5 Crives

™ Use Policy Configuration Wizard,
----- (B Robots
-3 Media Servers

? Server Group Ok I Cancel Help
Topology

Disk Pools

- SAN Clients

=- @, Credentials

----- & Disk Array Hosts

----- MDMP Hosts

E Storage Servers

% Wirkual Maching Servers
E]--@ Wault Management

- Access Management
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20. Enter policy attributes under Attributes tab: Policy type as MS-Windows (for Windows) or Standard (for
Linux); Policy storage as the DR storage unit that was created in steps 14-16; enable Collect true image
restore information and check with move detection, and check Use accelerator.

VATV PONCY POy x

TH] Atibutes | @) Schedules | Zsi Cients | (% Backup Selections |

Pokicy lype: CE] F Gointo effect at | 172772014 == 1:0240 AM =24
Drestination
Data classification: [<No data classification:
Policy storage: (Igssr_s‘u >
I~ Take checkpomnts every: 3
™ Limit jobs per policy I —
Job priorily. [o =l
Media Owner: I
I Enasble ndexing for search
[Must also be enabled for the schedule and chent)
[ =l
Snapthot Chent
r~ re
™ Pesform snapshot backups I
A [ F=|
FH I |
-
I =
I

21. On the Schedules tab, create two schedules: one for Full Backup, the second one for either Differential
Incremental Backup, or Cumulative Incremental Backup. The schedule should be such that first a full

backup runs, then an incremental backup, and finally a full backup.

2] atributes 9 Schedulss | Clientsl [ Backup Selectionsl

2 4 & a8 10 12 14 16 18 20 22 24
Sun | - - - - - - - - -~ - -~ - - - - - - - - - - - -
[ uTet - -
T r il Add New Schedule - Policy OST_policy | =< ||~ 5
\ﬁﬁs 3 - Fy Atributes I% Start Window I Ry Exclude Datesl - -
Fri : : M arne: — Destination: : :
Sat| IFuII_Backud I~ HMultiple copies Cotfigure I
Type of backup: ™ Overide policy storage selection:
Full Backup > ;I -
|| T ! L
I~ Synthetic backup ™| Overide palicy volume podl:
¥R I Accelerator forced rescan INetBackup ;I
I™ Enable indexing For search [Must also be X X
enabled for the policy and client] I Overide media owner:
Schedule type: I Ay LI
€ Calendar Retention: tedia multiplesing:
I~ Betries allowed after runday |2 ek (evel 1) LI I .I::ll
= Fraquency:
— Instant Hecavern:
|1 j_ IWeeks 'I
- {% Snapshots and copy shapshots to 2 storage kit
€ Snapshots only
0K I Cancel I Help I

Mew... | Delete | Propertiesl

0K I Cancel I Help I
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Change Schedule - Policy 0OST_policy

% Attributes |% Chart Windowl % Exclude Date3|

"f‘-rﬂﬁ'--—- r— Destination:
-.ht} ™ tultiple copies Canfigure... |
-
Type gﬁggckun- ™ Dwerride policy storage selection:
R T — B
I™ | Synthetic backup I™ | Overide policy valume pool:
™| Acceleratar forced rescan INetBackup =
™ Enable indexing for search [Must also be ) ;
enabled for the policy and client) ™ Ovenide media owner:
—Schedule type: I iy j
. Ealenc!ar Fetention: Media multiplexing:
™ Retries allowed after runday |2 weeks (level 1) j I 'Iﬂ
' Frequency:
= Instant Hecovens:
I'I jlW’eeks j z

% Snapshots and copy snapshats to a storage unit

) Snapshats only

(] I Cancel Help

22. On the Clients tab, select the client(s) from which data is backed up.

23. On the Backup Selection tab, provide the data set that needs to be backed up.
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23

J File Edit Yiew Actions Help

24. Make sure that the policy is created successfully.
5 - 0st-wZk8r2-04 - NetBackup Ad

ration Console

|8 -m|&|% < x| % &

h | V|9 R[5

|

s » R

ost-wzkgrz-04

OST_policy: attributes

B ost-wZkEr2-04 (Master Server) Mane | Data ... | Twpe | Storage | Yalum. .. | Check. .. | J| Pi Pl Ef
: Activity Manitor 05T _policy MS-Wi,., ©OST_SU  MetBac.., — 1
g MetBackup Management
Reports |
EI@ Policies OST_policy: 3 Schedules
H & Suprae o all Policies
B Y051 roii 2 4 5] g 10 12 1«
EI@ Storage Sun | o . . P s s o o . . P . B
{3 Storage Units Mo | o . . P s s o o . . P . B
% Skarage Unit Groups Tue b + + + = - - - - s s = s -]
@ Storage Lifecycle Policies Wwed b o s s o o o o o o o o - o
Catalog Thu_ b - - - - - - - - - - - - 4
g Host Properties Fri b + + + - - - + + + + - + -
=25} Media and Device Management sat
: @ Device Monitor Mame | Tvpe | Retention Frequ
& Media @:ull_Backup Full Backup 2 weeks 1
d Devices Cifferential Incremental Backup 2 weeks 1
I Drives Full Backup Z weeks 1
(2 Robats
Bl Media Servers <
Server Group
% Topoloay O5T_policy: 1 Clients
g Disk Pools Client name | Hardware |_Cperating System | Res
{85 SAN Clients ost-w2karz-04  Windows-x64 Windows2008 OFF

EI& Credentials

[ Disk Array Hosts

- & NDMP Hosts

E Storage Servers

% Wirkual Maching Servers
E]--@ Wault Management

-7 Arress Mananement

OST_policy: 1 Selections

25. Activate the policy before proceeding to backup: right click on the policy and click Activate.
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3 Set up NetBackup for backup acceleration on Linux

3.1 Prerequisites

3.1.1 OST plugin
Make sure that the Dell OST plugin is installed on the Linux DMA client that is used for NBU backup.

3.1.2 Map external_robotics and external_types files

To enable the backup accelerator for DELL DR4x00/DR6X00, the external_robotics.txt and external_types.txt files must
be mapped.

These instructions assume that NetBackup is installed at the default location of /usr/openv/. If NetBackup is installed in a
different location, substitute that path for /usr/openv/ in the instructions below.

1.

Copy the external_types.txt file from the temporary location to /usr/openv/var/global on the master server or the
EMM server:
cp /temp_dir/external_types.txt /usr/openv/var/global/

Copy the external_robotics.txt file from the temporary location to /usr/openv/var/global on the master server,
EMM Server, each media server that controls a robot, and each media server from which robot inventories will

be run:
cp /temp_dir/external_robotics.txt /usr/openv/var/global/

Update the NetBackup Enterprise Media Manager database with the new device mappings version. This only
needs to be done once and must be run from the Master Server or the EMM Server. Use the command format

below that corresponds to the installed version of NetBackup:
NetBackup 6.5/7.0/7.1/7.5: /usr/openv/volmgr/bin/tpext —loadEMM

NetBackup 6.0: /Zusr/openv/volmgr/bin/tpext

For media servers running 6.0_MP4 and earlier, manually update each media server with the new device
mappings. (On media servers running 7.5, 7.1, 7.0, 6.5 or 6.0_MP5 and later, this command is not needed since
Device Manager will update the device mappings when it starts.) This command must be run on each 6.0_MP4
and earlier media server that has devices attached:

/usr/openv/volmgr/bin/tpext -get_dev_mappings
Restart Device Manager (Itid) on each media server.

Verify that the version that is now stored in the Enterprise Media Manager database is the same as what is in the
file stored on the Media Server:
/usr/openv/volmgr/bin/tpext -get _dev_mappings_ver
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3.2 Procedure

To create the storage server, disk pool, storage unit and policy, follow the same steps as in the previous topic for the
Windows environment. (The policy type should be standard.)
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4 Back up using NBU backup acceleration

1. Before running backup, make sure which backup mode you want to use: Passthrough or Dedupe. This can be

Hode

Default

Dedupe
Sree-Win-01 2z 3 indao A HetBackup 7.1.2011

010

Note: You can schedule the backups or run them at a convenient time. This procedure uses a manual backup
configuration.
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Ele Edit Yiew Actions Help

Under Netbackup Management -> Policies, right click on the policy created in the previous procedure and
select Manual Backup to run the backup manually.

w2k8r2-04 - NetBackup Admi

ost-w2kBrz-04

8-m|&|% = x| & &

B T3 e

|vB G E

| 035T_policy: Attributes

| ost-w2karz-04 (Master Server)
i Activiky Manitor

HetBackup Management
Reports
= @ Policies
! Summary.of al Policies
Oﬂo\\cy -:':.
Storage
Starage Units
: % Storage Unit Groups
.|l Storane Liferydle Policies

= Catalog

- 5all Host: Properties
=) Media and Device Management
{3 Device Monitor

& Devices
1 Drives
(& Robots

4 Media Servers
? Server Group
Hr Topology

Disk. Paols

SAN Clients
E-%E Credentials
[LB Disk Array Hosts
5 MDMP Hosts
E Storage Servers
£ wirtual Maching Servers
t- @ Vaulk Management

{ Access Management
- ¥ Bars Metal Restors Managsment

Hlame
=] 0ST_policy

[pata... [ Type

[ storage [ wolum... [ check... [ 3] # A Effect... [6 d 1 d  collec... [ A k[ & |

MS-Wi,., OST_SU MetBac... --- BRI Ho
4 |
Q5T _policy: 2 Schedules
2 4 <] =] 10 12 14 16 piz] 20
i = L ow s wm e s
Maon wal Backup
oy - s s s w s s
\Wad Start backup of policy: ©ST_palicy oo
Thu Sched Clients: e e
Fri ost-wzkarz-04 T
Sat Increm
Hame Frequency | M...| Storage Wolur|
Full_Backup 1wesk 1
Increm 1 Week 1
4 Select a schedule and one or more clients to start the backup.
F————  Tostart a hackup for all clients, press OK withaut selscting any dients.
C
Clignt name: oK I Cancel Help | Resilisnc
|, ast-wzkarz-t Off

O5T_policy: 1 Selections

Backup Selections

I ExiFul_12

19} Master Server; osta
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3. Run a manual Full Backup and check the status in the Activity Monitor. Double-click on the job to see the
detailed status.

] Activity Monitor - ost-w2k8r2-04 - NetBackup Administration Console

J Ele Edit Wiew Actions Help
Jmlalsexlimahs v BW B E]aasn
ost-w2kBrz-0d ost-wi2kBr2-04 ; Topology
B ast-waKGZ:04 (Master Server)
“Activity Monitor 'h"‘,
D HEtBaka e ment
2] . Reports
-8 Polices
& sunmary of all Polcies
£ osT_poliey Job Details:1048
== Storage i
I8 Storsae Unks Job D: 1048 Joh State: Active ﬂ
% Storage Unit Groups e ——,
-(5g) storage Lifecyde Policies ) Uvelwew{ DEtaI\Bd Status [) ﬂ
g iati‘;g , Pl 7 Stated:  1/27/2014 20076 &
é At . Storage it 0sT_SU Elapsed;  00:0053
pd i el Media server. ostwki2-04 Ended
% Ble‘;'ce Manitar ost-w2kBr2-04: 3 Jobs (0Queued 1 Acive OW Transport bupe KB/Sec:  B2520 1 Selec|
= ledia [
B E Donices JobID | Type JobStake | Sta  Status |Storag
i) Drives . lofaBadup Active 1/27/2014 2.00:27 &M - connected; cannect time: 00:00:00 ] ||osts
e % 980 Image Cle... Done 1/27/2014 200:31 AM - Info bpbkar32(pid=4772) Backup stared
Rebors & S —— 1/27/2014 2.00:31 AM - Info bptm{pid=3752) star
BI WMedia Servers 08 Cle... 1/27/2014 2.00:32 AM - Info bptmipid=2752) using 262144 data buffer size
-] Server Group [1/27/2014 2:00:32 AM - Info bptmipid=2752) setting receive network buffer to 10453600 bytes
& Topology 1/27/2014 2:00:32 AM - Info bptrlpid=2752) using 30 data buffers:
| Pogl 1/27/2014 2:00:35 AM - Info bptrlpid=2752) start backup
ch 1/27/2014 20035 AM - begin wilting
& SAN Clients [1/27/2014 200:43 &M - Info bpbkarSZ[pld 4772) change jouinial NOT etisbled for <E:\Ful_1—
=] @) Credentials
- {18 Disk Array Hosts I L
5. NDMP Hests Cument kilobptes witer: - 3000132 Estimated Kilobytes: 0
-B storage Servers Cunent fles wiitten 3 Estimated Files: 0
% Yirtual Machine Servers Curent fll
@ Vault Management
By Access Management Trobleshonter
/@ Bare Metal Restore Management
Percent Complete:
4| Frint | Help | Close I
A
Jobs Services Processes JIVEs |
I00) Waster Server: nduir?-0d [Cornect

4. Check the Detailed Status tab and verify that the accelerator is enabled.

Job Details:1048 E3

Job 1D: 1048 Job State: Sctive

e |»

" Job Overview Detailed Status I

Jab PID: 7340 Started: 142742014 2:00:26 Ak
Storage unit: asT_SuU Elapzed: 00:02: 38
Media servern ogt-w2k8r2-04 Ended:
Tranzport type: KB/ Sec: 81497
Status:
142720014 2:00:27 Ak - Info bpbrm[pid=7340) ost-w2k8r2-04 iz the host to backup data from _I
14272014 2:00:27 Abkd - Info bpbrm(pid=7340] readlmmﬂn%gllent
1/27/2004 2:00: 27 Ak - Info bpbrm(pid=7 340" accelerator enable
14272014 2:00:27 AR - Info bpbrm(pid=7340] refiz o complete backup image match witk
1272004 2:00:27 Abd - Info bpbrmlpid=7340] ztarting bpbkar32 on client
1427720014 2:00: 27 Ak - connecting J
1272014 2:00: 27 AM - connected; connect tirme: 00:00:00
12720104 2:00:31 Ak - Info bpbkar32[pid=47¥72] Backup started
142722014 2:00:31 AR - Info bptm(pid=2752] start =
4] | |
Current kilobytes writtern: 12000525 E stimated Kilobytes: 0O
Current files writker: 12 E stimated Files: a

Current file:

Troubleshooter I

Percent Complete: |

Frint I Help I Cloze I

o

5. Run one or more configured Incremental Backups.

28 Setting Up the Dell™ DR Series System on Symantec NetBackup to Use Backup Acceleration | May 2014



29

File Edit Wiew Ackions Help
-melxeaxibaal vy RYBE | -LSPFBCis T
ost-w2kBr2-04 | OST_palicy: Atkributes
B ost-wzkirz-04 (Master Server) [Name | Data ... | Twpe | Storage | Yolum,.. | Check, .. | J| P| Pl Effect... | F.|
-] ctivity Monitar 05T _palicy M5, OST_SU MetBac.,. - T
= MetBackup Managemenk
: Reports 1
E"@ Policies 0ST_palicy: 2 Schedules
& Summary of all Policies
_—QST e . 5 2 4 i} g 10 12 14 1
=-{=] Storage S i =
M. | Back X
-{= storage Units I\_;_'Iom L e QI E BatU [ x] & -
ue
% Storage L!n\t GVUUDS_ ) wed 2 Start backup of policy: ©ST_policy & =
@ Storage Lifecycle Policies L o5 o o~
.8 Catalog Thu | . Schedules: Clients: . .
[+-4# Hast Properties Frif . nst-vZkarZ-04 . .
B8 Media and Device Management satl
@ Device Monitar Mame Frequency I M.
& Media 603 Ful_Backup 1Week 1
E& Devices Increm 1 Week 1
--{E Drives
@ Robiots
g Wedia Servers a I Select a schedule and one or more chients to skart the backup,
-{25] Server Group To start a backup For all clients, press Ok without selecting any clients.
-, Topology 05T _palicy: 1 C
Disk Panls Clignk name ,—I Resiliency
: LT L LS. K Cancel Hel
% 54N Clirts =] ast-mzkerz-i b o
E"@, Credentials
& Disk Array Hosts
& WDMP Hosts
E Storage Servers
% Yirtual Machine Servers
[]"@ Vault Management 05T _palicy: 1 Selections
[ E Access Ma‘nagament BackLp Selections
[¥-g Bare Metal Restore Managsment (1 EFul_i2

6. Check the Detailed Status tab of the job to verify that the accelerator is enabled.

Job ID: 1052

" Job Owerview Detailed Status I

Job State: Done [Successiul]

14272014 2:42:08 Ak
00:00: 46

14272074 2:42:54 Ak
234534

Jaob FID: 5602 Started:
Storage unit: asT_su Elapzed:
FMedia server: ost-w2kBr2-04 Ended:
Transport twpe: LA KB Sec:
Status:
14272014 2:42:0
1427420014 2:42:08 Ak - started
14272014 2:42:09 AbA - Info bpbrmpid=5E02] ozt-w2k8r2-04 iz the hoszt to backup data from
12742074 2:42:09 AM - Info bpbrm[pid=5508]%¢_§dim-ﬁl&ﬁ$h f.mma_cj_er'ut
1/27/2014 2:42:09 Ak - Info bpbrmlpid=5EL ccelerator enable: o
1/27/2014 2:42:09 A - started proceszs bpbron [SEEE s e
12720014 2:42:1 2 Ak - Info bpbrmpid=5E02) starting bpblkar32 on client
1/27/20014 2:42:1 2 A - connecting
142742014 2:42:12 AM - connected: connect bime: 00:00:00
| |
Current kilobytes written: 1048588 E ztimated Kilobyte=: 0
Current files written: 4 E stimated Files:

Current file:

2 Ak - Info nbimlpid=E7E4] started backup [backupid=ozst-w2k8r2-04_1 SEIDE;I

o

o

Troublezhooter I

|

FPercent Complete: 100% SEINESINENNEENEEENEEEE O minutes remaining

Frint I

7. Run another full backup.
8. Confirm that the backup is accelerator-enabled.

Help
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9.

Job Details: 1053
Job 10 1053 Job State: Done [Successful]

" Job Owverview Detailed Status I

Job PIC: E052 Started: /2772074 2:46:00 Ak
Storage unit: OsT_5U0 Elapzed: a0:00: 34

Media server: ogb-w2lBr2-04 Ended: /2742014 2:46:34 Ak
Tranzpart tppe: LAk kEB/Sec: B4.3299

Status:

]

- estimated 0 Fbytes needed
- Info nbjr[pid=67E4] started backup [backupid=ast-w2k8r2-04 139081 9560] job for client ost
- started process bpbrm [B052)
- started
- Info bpbrm[pid= EDEZ'_[:_c:celeratDr  enabled o=
- Info bpbrmlpid=6052] starting BpEESrT2 on client
- connecting
- connected; connect time: 00:00: 00
- Info bpbk.ar32[pid=3200] Backup started

[

B

[ 4] |

Current kilobytes witten: 1134718585 E ztimated Kilobytesz: 0
Current files written: 21 E stimated Files: 20
Current file:

Troubleshooter |

¢ | |«

Percent Complete; 100% HEINENNNNNNNNNNNNENEEE (0 minutes remaining

Print | Help I Cloze I
=

Verify the summary of the job.

Job Details:1053
Job ID: 1053 Job State: Done [Succeszsful]

" Jaob Overview Detailed Status I

Job FID: EOS2 Started: 142742014 2:46:00 &4
Starage unit: OsT_5SU Elapzed: 00:00::34
lMedia server ozt 2k 8r2-04 Ended: 12742014 2:46:34 A
Transport type: Lk EB/Sec: E43299

Status:

- Info bptm[pid=317E&] using 30 data buffers ;I

- Infa bptmilpid=217E] ztart backup
- begin writing
- Info bpbkar32(pid=3200] changejousmal-HETerabledfor<EsFuledidsmm
- Info bpbk.ard2[pid=32 ‘accelerator zent BESE bytes out of 12126059520 I:\_l,ltes tc\ SErver, of
- Info bpbkar32[pid=3200] bpbEarwaited Btimesdorempiybufier-delayed Ttines.
- Info bptmlpid=317E] waited for full buffer 1 timesz, delayed 1061 times
- Info bptmfpid=317E] EXITIMNG with status O €----mmaenn

- Info bpbrm[pid=E052] «alidating image for client ost-w2k8r2-04

“m_

[ <] |

Current kilobytes written: 11841855 Estirnated Kilobptes: 0
Current files written: 21 E stimated Files: 20
Current file:

Troubleshooter

<[5 |

Percent Complete: 100% IAEIEINIENENNNNNENENNENEEREE (O minutes remaining

Frint | Help I Close
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Duplicate the backup data to the OST replication target container
Note: This procedure is the same for NetBackup (NBU) on a Windows or Linux host.

1. Create an OST container on the target DR Series system.
.ocarina.local - PuTTY

ional for I/f0.

id --nae
ully.

Tnlimited

2. Repeat steps 1-16 in Section 2, or follow Section 3 for adding the container as a storage unit onto NetBackup

(NBU). Verify that the storage unit was created successfully.

Storage Unit Creation =
Erter details to create storage unit. -
Dizk Pool: ost_t
Storage zerver type: DELL
Storage unit name:
<=
: Media Server
" Use any available media server to kanspaort data
" Use only the selected media servers:
ost-w2kBr2-04
b @ximum concurrent jobs: b airnum fragrment size:
FF| = 524288 ME
< Back | | Cancel | Help |

3. Look for the job that backs up to the source OST container with backup acceleration. Get the backup ID of the
backup job from the job’s Detailed Status.
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Job Details:1185

Job ID: 1185 Job State: Done [Successiul] *I
" Jab Owerview Detailed Status I '&I
Job PID: Faz8 Started: 2/4/20174 1:32:54 Abd
Storage unit: asT_su Elapzed: a0:07:14
FMedia server ost-w2k8r2-04 Ended: 2742014 1:34:08 Ak
Transport bppe: Lk KB Sec: 16772300
Status:

rezource ost-w2k8rZ2-04 HMELU_CLIEMT MASIOBS ost-w2k8r2-04

rezource ost-w2k8r2-04 HEL_POLICY MASIOBS OS5 T_policy

rezource MedialD==aaabv DizkWolume=05T DizkPool=05T :Path=05T StorageS erver=swsy
rezource OST_SU

d 956013352 Kbytes needed
nl[pid=7404) started backu@@id=ost-w2k8r2—ﬂ4_1 39150637 for client ast-w2kBr2-C
wocess bpbrm [F928]

m B

rmlpid=7¥328] accelerator enabled

[ ] |
Current kilobptes writkten: 91327101 E =timated Filobptes:

Current files writke: 15122 E ztimated Files:
Current file:

B

Troublezhoater I

Percent Complete: 100% HNEINIENNEENEEENEENEEN O minutes remaining

Print I Help I | Cloze I

4. Search for the backup job ID in the catalog.

] catalog - ost-w2k8r2-04 - NetBackup Administrati

J Flle Edit View Actions Help ‘

8- @& =%xsdm@dasve BB e afasss 69

ost-w2kBr2-04 Action: Copies:
B ost-w2krz-04 (Master Server) Duplicate j IPHmary Capy j
-2 Activity Monitor e Policy:
28 ti""‘“i Heinsgemont " Media D: Weddia Server: [ <l poices> |
i
Bl oS, | <Al j |<AH Media Servers: j Policy bype:
Palicies I POl TeeS j
& sunmary of =l Palicies { Diskbypes: Disk Pool: <Al Policy Types
] & 05T _policy |<AII> j |<,q||> j Type of backup:
=] El Storage WMedia Server: Volume: 10: |<"‘H Backup Types> j
i [ storage Units I j I j Client (host name):
% Starage Unit Groups I <Al Clignts j
Lifecycle Policies r~Date [ time range:!
Betwaen: 134 [=|
2] e o sl j S P =] ™ override default job priority
-2 Media and Device Management el 2j /2014 j 11:59:59 PH ﬂ b Briority: 0000 =
@ Device Monitor
B Hedia (Higher number is greater priary
E1 G Devices
E.. i Help search Now
{E) Drives
i BQ; RD:c'ts Images: 2/3/2014 9:34:04 PM ko 2/4/2014 11:59:58 PM Duplicate Primary Copy Policy Type: Unknown Policy Type 1 Selected g
- Media Servers
Server Group Backup ID | Date | Time Policy Matne Sched... | Server | Medis ID | Copy .. | Primar... | Mirrar | Mounk ... | O]
: g Topology E osk-w2kir2-04_1391505111  2/4/2014 12:38:3.., 05T _policy Full_Bac... ost-wzk..., @aaabv 1 Yes Mo M|
" + Disk Podks Br2 9 2/4j2014 05T _policy Increm  ost-w2k... @aashv 1 Yes Mo M|
g % SAN Clients M
1L Credentials
[ Disk Array Hosts
- & NDMP Hosts
= E Shorage Servers

% Virtual Maching Servers
-3 Vaulk Management

[l & Access Management

(-4 Bare Matal Restore Management

4 | 3

38 Search | =) Results

@\Mastar Server: ost-w2karz-04 [Connected
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Note: You can search for all jobs in a specific date and time range by going to Catalog, selecting Duplicate under

Action, selecting appropriate dates and then clicking Search Now.

5. Right-click on the job Backup ID and click Duplicate.

] Catalog - ost-wZk8r2-04 - NetBackup Administration Console

File Edit Miew Actions Help

8B-l[ml&]% = x| & B

d | 7o | 2] 9 | e

FEFrrEEErrkEk

osk-w2kEr2-04

B ost-wZkSr2-04 (Master Server)
i Activity Monitor

= MetBackup Management

Reports

- policies

% Summary of all Policies
@ OST_policy

==l Storage

\..{E5] Storage Units

%% Storage Unit Groups

----- 58! Storage Lifecycle Policies

Catalog
[+ Host Properties

E—:I@ Media and Device Management

-=3) Device Manitar
+ -l Media

EE_P Devices

i Drives

----- [E Robots

- E3q Media Servers

-y SAN Clients
=42, Credentials
~[& Disk Array Hosts
----- MOMP Hostks
E Storage Servers
% wirtual Machine Servers
E]--@ Wault Management
[+ @ Bocess Managemeank
E]---’% Bare Metal Restore Management

Ackion: Copies:
IDupIicate LI W
~ Media: Palicy:
= Media ID: IMedia Server: I <Al Palicies =
| <All> LI | <Al Media Servers= ;I Policy type:
i+ Disk types: Disk Pool: |<»QII Policy Types:>
|<AII> ;I |<,q||> ;I Type of backup:
IMedia Server: volume ID: CI T’Q"tB(T:k“LD TVDE)S
en! ost name):
I LI I LI I <Al Clients:
—Date [ time range:
Between: | o 32014 =] | sizi04pm e T
g 2} 42014 x| [115eimaEm = Jab Prioity:

(Higher numbet|

Images: 2/3/2014 9:534:04 PM ko 27472014 11:59:59 PM Duplicate Primary Copy Policy Type: Unknown Po

Backup ID I

Diate I Time I Policy Mame

I Sched... I Server

2 ost-wzkarz-04_1391503111
e ostowzkarz-n4_1391505860
+H 2010015 4

@ Initiate Impork.. .

B Irnport

B Set Primaty, Copy

24{2014
242014

12:38:3.., OST_policy
1:21:00 ... OST_policy

OST_policy:

Wiew
Columns

0 I :e: Sork...

Full_EBac... ost-wzk,,
Increm
Full_Eac..

osk-wzk,

Find
# Searc
————="= <7 Fiter...
=

Chrl+

6. Set appropriate values for Setup Duplication Variables.

5etup Duplication Yariables

Yolume poal;

3

Al storage units must be connected ko the same
media server,

Retention:

1f this copy Fails:  Media owner:

Continue L'

Ll ;lcontinue ;I

LI Llcontinue ;'

Copies!
o —
Pripagry: Storage unit;
[i—
Copy 1: @
Copy 2: E
Copy 3t L] I
Copy 4 [ I

[ Preserve multiplexing

LI Llcontinue ;'

I

Cancel | Help

71 {55 | K KT

a. Under Storage Unit, select the target OST container.
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b. If the Primary checkbox is selected, the duplicated data on the target becomes the primary copy, which
means by default the restore and data verification is run on the target container. In this example, the flag is
enabled so that data verification can be run on the target container.

c. Ifthe Primary checkbox is deselected, the data on the source container remains the primary copy and all of
the restore and data verification jobs will run on the source container.

7. Check the duplication job details.

ob Details:118 7

Job ID: 1187 Job State: Active *I
==

" Job Owerviews Detailed Status I

=T

Job PID: 3440 Started: 2442010 4 2:02:57 Abkd
Starage umnit: oast_E E lapsad: o0:02:43
tedia ser-er: ost-ve2k8r2-04 -> ost Ended:
Transport tupe: KB/ /Sec:
Status:
= l?dm.edial =] =@aaabH;D sk olume=ost_t:DiskPool=ost__L:FPath=ost_L:S tDraEeS erver=swsys-20:kMe :I
= T

Irce Eaaabw

= ribiabing ophimize
284] started
opdm [1284]

Z224] requesting nbpm for media

Current kilobytes varitkern: o E stimated Kilobytes: 31321101

Current files written: o Estimated File=:
Troubleshooter, I

Current File:

Percent Complete: 203 (IEEER 10 minutes remaining
Prirt I Help I | Close I
In this example, the duplication job is running from Media Id : @aaabv to @aaabx where:
> @aaabv is the media 1D of source container *OST’
> @aaabx is the media ID of target container 6st_t’
Job Details:1187
Jdob 1D: 1187 Job State: Active 4'
" Job Owverview Detailed Status I il
Job PID: 3440 Starked: 242014 2:02:57 Ak
Storage unit: ozt _t Elapzed: o071 01
MMedia server: ost-w2kgr2-04 -» ost Ended:
Tranzport type: KB/ Sec:
Status:
roLrce MedialD=@aaabH;Disk"-.-"olume=03t_t;DiskF’DDI=DSt_t;F'ath=03t_t;StorageServer=3w3y3-;I
zonce osk_ |
resource Saaabw
rource kMedialDi=cg & e T T = StorageS erver=swayps-f
ate[pid=34 mitiating optimized duplication from Glaaabyw to Eaaabs

pid=1284] =tarte
cezz bpdm [1284)
pid=12824] requeszting nbjm far rmedia

=} =
< | >

Current kilobptes writkern: 0O E stimated Kilobytes: 913921101

Current files wiritten: a E stimated Files:

Current File:

Troubleshoober I

Fercent Complete: 73 (B 13 minutes remaining

Frint I Help I | Cloze I

8. Verify that the duplication successfully completed.
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Job Details:1187F E3

Job ID: 1187 Job State: Done [Successful] g I
" Job Owerview Detailed Status I il
Jaob FID: 3440 Started: 2/4/2014 2:02:57 Abd
Storage unit: ost_t Elapzed: a0:1 200
Media server: ost-w2kBr2-04 - ozt Ended: 2420714 2:14:57 Ak
Tranzpoart type: KB/ Sec:
Stakus:
242004 2:02:01 AM - Info Duplicate[pid=3440] | hitiating optimized duplication from Eiaaabsw :l
2742014 2:02:02 AM - Info bpdmlpid=1284] started
2/4/2001 4 2:02:02 AM - started process bpdm [1284)
2/4/201 4 2:02:02 AM - Info bpdmlpid=1284] requesting nbjm For media
2/4/201 4 2:03:068 AM - begin writing
242014 2:14:56 AM - end writing: write time: 00:11:50
242014 2:14:57 AM - Info bpdmipid=1284] EXITIMNG with status O
2/4/2014 2:14:57 AM - end Duplicate: elapzed time: 00:12:00
the requested operation was succekzsfully completed[0] =
| | >
Current kilobytes writtern: - 0O E stimated Kilobytez: 91921101
Current files writken: a E stirnated Files:

Current file:

Troubleshooter I

Percent Complete: 100% NN INEEEEEEEEEEEEENEEEE O rinutes remaining

Print I Help I | Cloze I
o

9. Under Catalog, choose Action as Verify, Disk Type as OpenStorage(DELL), click Search Now and choose
the job with backup acceleration. Right-click on it and click Verify.

%] Catalog - ost-w2k8r2-04 - NetBackup Administration Console

‘ File Edt Wew Actions Help

B-m&s=%x[iamalvr B HE g|FH8s5% @2
ost-w2kArz-0¢ i Copies:
a ost-wzkBr2-04 (Master Server) i Ianary Copy
(D] Activity Moritor Meda: Policy:
E-8 NetBiatkup Management " Media ID; fedia Server: |<NI Polices >
Reparts Y =
: : | <Al = | <All Media Servers > 7] | ol type:
B 3 palicies I IR
% Surnmary of all Policies © Dk s Disk Pool: S Rolyess
© @ 0sT_policy W |openstorage (DELL) 1 <al> || Tvme of backup:
£ (5 Storage MediaServer: Volure 10: |<NI Backup Types=
i o[ Storage Units I j I Al j Client thost name):
S Storage Lt Groups [ <o s>
[eal Storage Lifecydle Policies Date [ time range:
(& Catalog 3 Between: 341 =
| A B & g j bl = [ Override default job priority
a8 Host Properties
[—]@ WMedia and Device Management el o 4jais j FLSSiS9FM j Job Pririty: 75000 =
(23] Device Monitor
B Vedia (Higher number is areater priority)

El E' Devices
i) Drives Help I

g Rubdats Images: 2/3/2014 9:34:04 FM to 2/4/2014 11:59:59 PM Verify Primary Copy Pelicy Twpe: Unknown Policy Type
Media Servers
Server Graup Backup ID |Date |T\me |Pohc Iame Sched.., |Server |MediaID |Cap |Pmmar‘.. |Mmr |
?Topo\agy 305t-w2k&r2-04_1391503111 2iaf2014 12:38:3... 05T _palicy Full_Bac... ost-w2k... @aaabv 1 Ves Mo
-1 Disk Poals 0 Bdpl334E056A0  2(4/2014 1:21:00 ... 05T palicy Increm  ost-wek,, @aaaby 1 Ves Mo
¥ ost-w2kerz-04_1391506374 42014 1:32:54 .., 05T _palicy Full_Bac... ost-wek... @aaabx 2 Yes Mo
SAM Clients

4L, Credentials
[& Disk Array Hosts
5 nDwP Hosts
E Storage Servers
% Wirtual Machine Servers
[J-@ Yault Management
- Access Management
- '@ Bare Metal Restore Management

4 |

# Search | Results

@ Master Server: ost-wzkr2-04
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Note: If data on the target container is set as Primary copy, the data verification will run on target container data. In
this example, you can confirm this from the media ID @aaabx, which is the media ID of the target container. The
media 1D of the source container is @aaabv.
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10. Check the verify job details.

Job ID: 1182 Job State: Active *I
|

" Job Owverview Detailed Status I

Job FID: 4672 Started: 2442004 2:24:57 A8
Storage unit: Elapsed: a0 0009
kMedia server: Ended:
Transport tppe: KB S ec:
Status:
2/4/20174 2:24:57 A - begin Werify -
2442074 2:24:58 Ak - sour
242014 2:24:58 AM - granted rezource b ediSEP=E aaabx Disk VY olune=ost_t:DizkPoal=ozt_|
2/42014 2:24:58 Ak - Info bpbrm[pid=721E] ozt-wZkErZ-04 iz the hoszt bo restare to
242014 2:24:58 Ak - Info bpbrm(pid=721E] reading file list from client
2/4/2074 2:24:58 Ak - Info bpbrmipid=7¥21E] =tarting tar32 on client
2442074 2:25:02 Ak - Info tar32[pid=4208] Restare started
2442014 2:25:02 &M - Info bpdmipid=2404] started
242014 2:25:02 AM - started process bpdm [2404] =
| | _'*I_I
Current kilobytes writken: 0 E stimated Kilobytes:
Current files written: a E stimated Files:

Current file:

Troubleshoater, I

Percent Complete: 02 |

Print I Help I | Clozse I
]

Job Details:1188 bt
Job ID: 1188 Job State: Active ‘all
=i

" Job Owerview Detailed Status I

Job PID: AE7Z Started: 24452014 22487 Al
Storage unit: Elapzed: a0: ao:09

Media server: Ended:

Tranzport tupe: KB/Sec:

Status:

ource Saaabx
rce kMedialD=

-U4 1z the ho
I=721E] reading file lizt from client
I=721E] starting tar3z on client
-4208] Restore started
=2404] ztarted

s bpdmm [2404] =
<] I _"|_I

Current kilobytes written: 0 E ztimated Kilobytes:
Current files written: o E stirnated Files:
Current file:

Troubleshooter |

Percent Complete: 02 |

Frint I Help I | Cloze I

Note: Check which container verify job is running by using the media ID. In this example, the media ID @aaabx is for
the target container ‘ost_t’.
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6 Monitor deduplication, compression, and performance

After backup jobs have run, the DR Series system tracks capacity, storage savings, and throughput on the DR Series
system dashboard. This information is valuable in understanding the benefits of the DR Series system.

Note: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total savings) on
the initial backup. As additional full backup jobs are completed, the ratios will increase. Backup jobs with a 12-week
retention will average a 15x ratio, in most cases.

DR4000

DR4000-DKCV6S1 Help | Log out

Montitor Dedupe,
Dashboard Compression &
Performance
u System State: optimal u HW State: optimal T | umber of Events: 312
eplication Capacity Storage Savings Throughput
B Storage
Containers _ Zoom: [ 14 5 1m Iy ) Zoom: [1h 1d 5 Im Iy )
Physical Savings (4 uis
B Schedule -
Replication
Cleaner 8 —//ﬁ,,_
B~ System Configuration e
Email A pE r:_ ;.‘ 40 :__T--:-'_ 11:40
ate & Time ime {minutes) ime {minutes)
= z;:}:;':nw Used (48.0 GB) Ml De-duplication W Read
W Free (7.76 TB) M Compression Write
System Information
System Name: oo DRA000-DKCVAES Total Savings: 7373%

0.98.0.33970
Mon Jan 23 11:42:40 2012

Software Version:

Mumber of Files across all Containers:

Current Date/Tim

MNumber of Containers: ...
- Pending Mumber of Containers Replicated:.
Capacity Before Optimization: ...

Cleaner Status: .
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